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1 (i) A car manufacturer conducts a study to investigate the proportion of cars

manufactured requiring maintenance over time. It is suggested that the

proportion of cars requiring a certain amount of maintenance increases

with the age of the car. A sample of 100 cars was taken at each age point

and the table below summarises the proportion requiring maintenance (NB

two samples of 8 year old cars are included).

age (years) 1 4 8 8 10 15

maintenance (maint, in %) 5 8 20 23 30 45

The statistician at the company decided to fit a quadratic linear

model to this data set, with the maintenance proportion as the response

variable and age (in years) as the explanatory variable. The model is:

maint = β0 + β1agei + β2age2i + ǫi ,

where ǫi follows the normal distribution N(0, σ2), for some variance σ2 and

ǫi is independent of ǫj , for i 6= j .

In answering this question you may find the following quantiles useful:

t3,0.95 = 2.35, t3,0.995 = 5.84, t4,0.995 = 4.60.

(a) Write down the design matrix X of this model. (1 mark)

(b) The model was fitted in R and gave the following output:

Call:

lm(formula = maint ~ age + I(age^2))

Residuals:

1 2 3 4 5 6

1.38 -2.58 -1.61 1.39 2.13 -0.71

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 1.55292 2.85323 0.544 0.6241

age 2.00786 0.77705 2.584 0.0815 .

I(age^2) 0.06239 0.04686 1.331 0.2753

---

Multiple R-squared: 0.9833,Adjusted R-squared: 0.9721

F-statistic: 88.11 on 2 and 3 DF, p-value: 0.002166

Write down the maximum likelihood estimates of β0, β1, β2 and

σ2. (4 marks)
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1 (continued)

(c) Given

(XTX)−1 =





1.34740071 −0.314622963 0.0157196852

−0.31462296 0.099935973 −0.0057645042

0.01571969 −0.005764504 0.0003635087



 ,

calculate the Pearson correlation coefficient between β̂1 and β̂2 (the

maximum likelihood estimators of β1 and β2, respectively).

(2 marks)

(d) Find 99% confidence intervals for β1 and β2. (2 marks)

(e) Based on the output above, comment on how well the quadratic

model fits these data. (4 marks)

(ii) Consider the linear model

y = Xβ + ǫ,

where y is a vector of n observations, X is a n × p design matrix, β is a

vector of p coefficients and ǫ is the usual error vector satisfying the Gauss-

Markov conditions. Let the residual vector be e and define 1n to be the

column vector with n units, i.e.

e =











e1
e2
...

en











and 1n =











1

1
...

1











.

Assume that the first column of X is 1n and that X has rank p.

(a) State the distribution of e; find the distribution of 1Tn e. (2 marks)

(b) Given the general result

tr
[

X(XTX)−1XT1n1
T
n

]

= n,

where tr(A) denotes the trace of square matrix A, show

Var(1Tn e) = 0.

(4 marks)

(c) Hence show

n
∑

i=1

ei = 0. (1 mark)
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2 (i) Suppose that data y1, y2, . . . , yn are independently generated by the expo-

nential family of distributions

f (yi ; θi , φ) = exp

[

wi
yiθ − b(θ)

φ
+ c(yi , φ)

]

,

where θ is the natural parameter, b(θ) a function of θ, which is assumed

to be twice differentiable, φ the dispersion parameter, wi the weights and

c(yi , φ) a function which depends on yi and φ, but not on θ.

(a) Write down the log-likelihood of θ based on data y1, . . . , yn.

(1 mark)

(b) If the canonical link is used and only the null model (comprising of

the intercept only) is considered for the linear predictor, then show

that the fitted values of yi are all the same and equal to

ŷi =

∑n

i=1 wiyi
∑n

i=1 wi
.

(4 marks)
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2 (continued)

(ii) Consider that Yi follows a Poisson distribution with rate λi and probability

mass function

P (Yi = yi) = exp(−λi)
λyii
yi !
, (1)

for λi > 0 and yi = 0, 1, 2, . . ..

We consider a generalised linear model with response model (1),

with the canonical link and the linear predictor

ηi = α+ βxi ,

where α and β are subject to estimation and xi is a known covariate, for

i = 1, 2, . . . , n.

(a) Write down the log-likelihood of (α, β)T , based on data

y1, y2, . . . , yn. (3 marks)

(b) Write down the partial derivatives of the log-likelihood with respect

to α and β and show that the maximum likelihood estimates (MLEs)

α̂ and β̂ of α and β satisfy the following equations

exp(α̂) =

∑n

i=1 yi
∑n

i=1 exp(β̂xi)

exp(α̂)

n
∑

i=1

xi exp(β̂xi) =

n
∑

i=1

xiyi

(3 marks)

(c) If n = 2, x1 = 1, x2 = −1, y1 = 1 and y2 = 3, then show that

the equations of part (b) above can be solved analytically and the

MLEs are given by

α̂ =
1

2
log 3 and β̂ = −

1

2
log 3

(5 marks)

(d) Using (c) calculate the fitted values of y1 and y2. Show that these

fitted values indicate a perfect fit. Discuss how the above model is

related to the saturated model. (4 marks)
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3 Data are collected on 80 individuals in a study assessing the effect of age and

smoking status on lung cancer risk. The variables recorded are:

• X1 - smoking status (X1 = 1 for current smokers andX1 = 0 for ex-smokers

or non-smokers) abbreviated to smoke in the R analysis.

• X2 - age.

• Y - lung cancer status (Y = 1 for people with lung cancer and Y = 0

for people without diagnosed lung cancer) abbreviated to cancer in the R

analysis.

Various generalised linear models, with a logit link, are fitted where the binary

variable Y is the response and X1 and X2 are the explanatory variables. Let ηi be

the linear predictor for the i-th person. The four fitted models are:

• Model 1: ηi = β0 + β1X1i

• Model 2: ηi = β0 + β2X2i

• Model 3: ηi = β0 + β1X1i + β2X2i

• Model 4: ηi = β0 + β1X1i + β2X2i + β3X1iX2i

In answering this question, you may find the following quantiles useful:

χ21,0.95 = 3.84, χ
2
2,0.95 = 5.99, χ

2
3,0.95 = 7.81, χ

2
76,0.95 = 97.35 χ

2
77,0.95 = 98.48

(i) What is the relationship between E(Yi) and ηi for the logit link? What

would be the relationship if a probit link were used instead? (2 marks)

(ii) The residual deviances for the four models are given in Table 1. By consid-

ering the changes in residual deviance determine the relationship between

lung cancer risk, age and smoking status. For any hypothesis tests that

you do, state clearly the null hypothesis and the degrees of freedom of the

relevant χ2 distribution used to perform the test. (6 marks)

Model Residual deviance

Model 1 59.36

Model 2 80.41

Model 3 38.58

Model 4 32.26

Table 1: Residual deviances for Models 1 to 4.

(iii) Comment on the fit of the model you selected in part (ii) based on an

appropriate χ2 distribution. (2 marks)
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3 (continued)

(iv) Using R, the following output is obtained for Model 4:

Call: glm(formula = cancer ~ smoke * age, family = binomial)

Coefficients:

(Intercept) smoke age smoke:age

-121.456 118.886 1.854 -1.777

Degrees of Freedom: 79 Total (i.e. Null); 76 Residual

Null Deviance: 104.8

Residual Deviance: 32.26 AIC: 40.26

AIC: 20.36

Using this output, calculate the odds of lung cancer for a 70 year old current

smoker. (2 marks)

(v) Based on the output from (iv), at what age would the estimated odds of

lung cancer for smokers and non-smokers be the same? (2 marks)

(vi) For Model 1 write down an expression for the log-likelihood (l) in terms of

β0, β1 and X1i and hence calculate
∂2l

∂β0
2 in terms of ηi . How might

∂2l

∂β0
2

be useful when making inferences in a generalised linear model? (6 marks)
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4 Nine guinea pigs are each weighed every 5 days during the first 50 days after their

birth. During this time they have unrestricted access to food. The R data frame

Guinea contains the following columns:

- ID: an identification number unique to each guinea pig in the study

- days: the age of the guinea pig in days

- bwt: the body weight of the guinea pig in grams.

The aim of the study is to understand weight changes in the guinea pig population.

The following R commands were used to fit two different models

> model1 <- lmer(bwt~days+(1|ID), Guinea, REML=F)

> model2 <- lmer(bwt~days+(days-1|ID)+(1|ID), Guinea, REML=F)

(i) For each of the models model1 and model2, write down the algebraic

specification of the model, defining any terms that you use.

(4 marks)

(ii) Discuss which of these two models seems the most sensible given the infor-

mation in Figure 1. (2 marks)
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Figure 1: Change in body weight with time by guinea pig
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4 (continued)

(iii) Using the R output below, conduct a hypothesis test to formally determine

which of the two models is a better fit to the data. Justify your approach.

> logLik(model1)

’log Lik.’ -487.5469

> logLik(model2)

’log Lik.’ -473.1

(5 marks)

(iv) Describe a procedure for estimating a 95% confidence interval for the fixed

effect parameters using bootstrap resampling. (4 marks)

(v) Given the R output below, what is the best prediction for the weight of

a 10-day old guinea pig chosen at random from the population? Derive a

95% prediction interval for this weight.

You may ignore the uncertainty in the parameter estimates when

deriving this interval.

> model2

Linear mixed model fit by maximum likelihood [’lmerMod’]

Formula: bwt ~ days + (days - 1 | ID) + (1 | ID)

Data: Guinea

REML criterion at convergence: 918.7168

Random effects:

Groups Name Std.Dev.

ID days 2.097

ID.1 (Intercept) 20.839

Residual 33.986

Number of obs: 90, groups: ID, 9

Fixed Effects:

(Intercept) days

107.172 4.268

(5 marks)
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5 (i) Suppose that Y = (yi j) is a n × k matrix containing data, and that M =

(mi j) is the missing data indicator matrix, with

mi j =

{

1 if yi j is missing

0 otherwise.

We write Y = (Yobs , Ymis) to denote the observed and missing components

of Y respectively.

(a) Define in terms of the conditional distribution of M given Y what

it means for data to be i) missing at random (MAR) and ii) not

missing at random (NMAR). (2 marks)

(b) Consider fitting a model of the form

f (Y,M|θ, ψ) = f (Y |θ)f (M|Y, ψ)

using maximum likelihood, where f (Y |θ) is the pdf of the data given

an unknown parameter vector θ, and f (M|Y, ψ) is the pdf of the

missing-data mechanism given the data and unknown parameter

ψ. Show that if interest lies solely in θ, and if the missing data

mechanism is MAR, then the missingness can be ignored in the

inference of θ and we can simply maximize

Lign(θ | Yobs) = f (Yobs | θ).

(4 marks)
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5 (continued)

(ii) A petrol company is interested in whether the two different petrol types it

sells generate different fuel efficiencies in cars. To test this, two different

cars of the same type have their fuel efficiency measured when using the

two different types of petrol. The measurement is taken twice for each

combination of car and petrol. Let yi jk be the measured fuel efficiency of

car j when given fuel type i in experiment k .

Consider the mixed effect model

yi jk = α+ βi + bj + ǫi jk

where i = 1, 2, j = 1, 2, k = 1, 2, with the sum to zero constraint β1+β2 =

0, and

bj ∼ N(0, σ
2
1) and ǫi j ∼ N(0, σ

2).

(a) Explain why this choice of random and fixed effects is natural for

this problem. (2 marks)

(b) If y = (y111, y112, y121, . . . , y222)
⊤ and ǫ = (ǫ111, ǫ112, ǫ121, . . . , ǫ222)

⊤,

write the model in matrix form. Be sure to specify both design

matrices in full, as well as the vector of parameters and the vector

of random effects.

(4 marks)

(c) Write down the least squares estimator for α and show that

Var(α̂) =
σ21
2
+
σ2

8
.

(4 marks)

(d) The least squares estimator of β1 is

β̂1 =
ȳ1·· − ȳ2··
2

.

Calculate the value of Cov(α̂, β̂1).

(4 marks)
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6 Let Xi ∼ Exp(λ) be independent exponentially distributed random variables with

mean 1/λ. For i = 1, . . . , n we observe Xi = xi directly. For i = n+ 1, . . . , n+m

we do not observe Xi , but only whether Xi < h or not. We are told that from

these m random variables exactly r have values less than h
(

i.e.

m
∑

i=1

IXn+i<h = r
)

.

We will now use the EM algorithm to estimate λ. We denote the complete

dataset as (x1, . . . , xn, Xn+1, . . . , Xn+m).

(i) Show that the likelihood of the complete data is

(m + n) logλ− λ

(

n
∑

i=1

xi +

m
∑

j=1

Xj+n

)

.

(3 marks)

(ii) Show that

P(X ≤ x |X ≤ h) =
1− e−λx

1− e−λh
.

(2 marks)

(iii) Prove that for a positive random variable Y with cumulative distribution

function F (y)

E(Y ) =

∫

∞

0

(1− F (y))dy .

Hint: you may find it useful to rewrite the right hand side as
∫

∞

0

P(Y > y)dy

and to swap the order of integration. (4 marks)

(iv) Hence using parts (ii) and (iii) (or otherwise) derive an expression for

E(X|X ≤ h, λ).

(3 marks)

(v) Derive an expression for the quantity

Q(λ|λ(k))

used in the E-step of the EM algorithm. (5 marks)

(vi) Complete the M-step of the EM algorithm, i.e., derive a formula for the

next estimate of λ, denoted by λ(k+1), in terms of λ(k). (3 marks)

End of Question Paper
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