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1 (i) Consider that 100 observations of a time series {yt} gave values of the
sample partial autocorrelation function (PACF) and sample autocorrelation
function (ACF) tabulated below:

Lag h 1 2 3 4 5

PACF (a
(h)
h

) 0.72 0.41 0.14 0.07 0.02
ACF (rh) ⋆ ⋆⋆ 0.70 0.62 0.44

(a) Find the values of ⋆ and ⋆⋆. (4 marks)

(b) Test whether {yt} is consistent with moving average models:
MA(1) and MA(2). (4 marks)

(c) Test whether {yt} is consistent with autoregressive models:
AR(1), AR(2) and AR(3). (2 marks)

(d) Based on your analysis above, propose an overall model that you feel
is expected to fit the data well. (1 mark)

(ii) Consider the autoregressive time series model

yt =
1

4
yt−1 + ǫt −

1

2
ǫt−1 +

1

3
ǫt−2, (1)

where ǫt is white noise with variance 1.

(a) Show that model (1) is causal and invertible. (3 marks)

(b) Calculate the variance of yt. (6 marks)
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2 Suppose that observations y1, y2, . . . , yn are generated from the autoregressive
(AR) model of order two:

yt = αyt−1 − (1− α)yt−2 + ǫt,

where α is a parameter and ǫt is a Gaussian white noise with variance σ2.

(i) Write down the conditional likelihood function L(α, σ2; y1:n) and the con-

ditional log-likelihood function ℓ(α, σ2; y1:n) of the parameters α and σ2,
based on observation y1:n = {y1, y2, . . . , yn}. (3 marks)

(ii) Using (i) and adopting conditional least squares, show that the likelihood

estimates of α and σ2 satisfy

α̂ =

∑

n

t=3 ytyt−1 +
∑

n

t=3 ytyt−2 +
∑

n

t=3 y
2
t−2 +

∑

n

t=3 yt−1yt−2
∑

n

t=3 y
2
t−1 +

∑

n

t=3 y
2
t−2 + 2

∑

n

t=3 yt−1yt−2

σ̂2 =
1

n− 2

n
∑

t=3

[yt − α̂yt−1 + (1− α̂)yt−2]
2

(11 marks)

(iii) (a) If y1 = 1, y2 = 2, y3 = 0 and y4 = 1, calculate the maximum
likelihood estimate α̂ of α. (2 marks)

(b) Based, on the observed data above, calculate the 2-step ahead fore-
cast of the observation y6. (3 marks)

(c) If y6 is observed to be equal to y6 = 0.1, calculate the corresponding
two-step ahead forecast error of the forecast in part (b) above.

(1 mark)
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3 Consider that a time series {yt} is generated from an ARIMA(1,1,1) model, so
that

yt − yt−1 = α(yt−1 − yt−2) + ǫt + γǫt−1,

where α is the AR parameter, γ is the MA parameter and {ǫt} is a Gaussian white
noise sequence with variance equal to 1.

Define the state vector

βt =





yt
yt−1

ǫt



 .

(i) Write down a state space representation for yt, i.e. express yt as a state
space model:

yt = x⊤βt + δt,

βt = Fβt−1 + ζt.

In your answer you should:

(a) specify the components x, F , δt and ζt; (2 marks)

(b) write down the distributions of δt and ζt. (2 marks)

(ii) Suppose that at time t = 2, the posterior distribution of β2 is

β2 | y1:2 ∼ N











0
1
0



 ,





0 0 0
0 0 0
0 0 1











,

where y1:2 = {y1 = 1, y2 = 0} denotes the information available at time
t = 2.

(a) If y3 = 1, perform a step of the Kalman filter and hence derive the
posterior distribution of

β3 | y1:3,

where y1:3 = {y1 = 1, y2 = 0, y3 = 1}. (14 marks)

(b) Given information y1:3, find the posterior distribution of ǫ3.
(2 marks)

End of Question Paper
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