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Figure 1 shows mean productivity scores for each of three randomly chosen workers tested on each of three types of machine. Each worker used each machine three times giving three sets of replicates at each set of conditions.

Figure 1

Below is annotated output from an R session in which linear mixed effects models were investigated.

```r
mach1.lme <- lme(score ~ Machine, random = ~1 | Worker)
mach2.lme <- lme(score ~ Machine, random = ~1 | Worker/Machine)

anova(mach1.lme, mach2.lme)

Model df logLik Test L.Ratio p-value
mach1.lme 5 -55.44817
mach2.lme 6 -44.83272 1 vs 2 21.23089 <.0001
```

(i) Write down the algebraic specification of the model `mach2.lme` stating clearly all assumptions and defining any terms that you use. (7 marks)

(ii) Justify the choice of random and fixed effects in model `mach2.lme` (3 marks)

(iii) Describe how you would check the normality assumptions within the `mach2.lme` model. State the value that the `levels` option would take in R for each set of residuals you’d check. (3 marks)

(iv) Describe what is being tested by the `anova(mach1.lme, mach2.lme)` command in the R output above specifying the null hypothesis and state what the conclusion of the test is. (3 marks)
(v) For the mach3.1me model state the algebraic form for the covariance matrix of the worker random effects that is being specified. How does it differ to that fitted in the mach2.1me model? \( (4 \text{ marks}) \)

2 Moderately deaf people often find it difficult to use a telephone. Listening devices are designed to help moderately deaf people overcome this problem. A study is undertaken to assess the effect of a particular hearing device (D) and hearing score (S) on the probability of a moderately deaf person using a telephone (T). A total of 173 partially deaf people are surveyed for the study.

- Device (D) is a binary variable: 1 = device A, 0 = other device
- Hearing score (S) is a continuous variable (measured in some unit)
- The response variable is use of telephone (T): 1 = use telephone, 0 = do not use telephone.

Table 1 provides the residual deviances and degrees of freedom for 5 models fitted to the data using the logit link function.

<table>
<thead>
<tr>
<th>Model</th>
<th>Res. Deviance</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) T ~ 1</td>
<td>233.50</td>
<td>172</td>
</tr>
<tr>
<td>2) T ~ D</td>
<td>219.01</td>
<td>171</td>
</tr>
<tr>
<td>3) T ~ S</td>
<td>218.5</td>
<td>171</td>
</tr>
<tr>
<td>4) T ~ D + S</td>
<td>199.20</td>
<td>170</td>
</tr>
<tr>
<td>5) T ~ D*S</td>
<td>197.31</td>
<td>169</td>
</tr>
</tbody>
</table>

(i) What does the analysis of models 1-5 in Table 1 tell us about the dependence of the probability of using a telephone on hearing score and device type? \( (7 \text{ marks}) \)

(ii) More detailed analysis of model 4 is provided in Table 2 below. What does the numerical value of 0.026 represent in Table 2 in terms of the odds of using a telephone? \( (4 \text{ marks}) \)

(iii) Using the information in Table 2, calculate the odds ratio of a moderately deaf person using a telephone with a hearing score of 20 using device type A compared to a moderately deaf person with a hearing score of 20 not using device type A. \( (2 \text{ marks}) \)
(iv) Using the information in Table 2, calculate the log odds of using a telephone for someone using device type A with a hearing score of 15 for model 4.  

(3 marks)

(v) The R output below gives the estimated covariance matrix of the estimated coefficients of model 4.

\[
\begin{pmatrix}
\text{(Intercept)} & S & D \\
\text{(Intercept)} & 0.664009133 & -3.969181e-03 & -0.3451017 \\
S & -0.003969181 & 4.480828e-05 & 0.0005948 \\
D & -0.345101718 & 5.948000e-04 & 0.3328265
\end{pmatrix}
\]

Use the above R output and your answer to part (iv) to calculate a 95% confidence interval for the log odds of using a telephone for someone using device type A with a hearing score of 15 for model 4.  

(4 marks)

3

A spatial interaction model for the number \( F_{ij} \) of people flowing between origins \( i \) and destinations \( j \) takes \( F_{ij} \) to be Poisson distributed with mean \( \mu_{ij} = \alpha_i \beta_j e^{\gamma d_{ij}} \) where \( d_{ij} \) is the known distance between sites \( i \) and \( j \) and \( \alpha_i, \beta_j \) and \( \gamma \) are unknown parameters. In an R data set collected for this flow system, \( F \) denotes flow, A and B denote factor variables for origins and destinations respectively, and D the origin-destination distances.

(i) By writing down appropriate R commands involving F, A,B and D show how such a model could be fitted to the observed data using a Poisson model with a log link. Explain what the commands do and define any further notation used.  

(4 marks)

(ii) Interpret the generalized linear models whose model formulae in R in this context are

(a) \( R \sim A + B \)

(b) \( R \sim D \)

(3 marks)

(iii) Explain how you would test the hypothesis that flows depend only on distance between origin and destination but not otherwise on characteristics of origin and destination.  

(4 marks)

(iv) If the observed flow between origin \( i \) and destination \( j \) is \( r_{ij} \), show that the log-likelihood for this Poisson flow model is

\[
l = - \sum_{ij} \alpha_i \beta_j e^{\gamma d_{ij}} + \sum_{ij} r_{ij} log \{ \alpha_i \beta_j e^{\gamma d_{ij}} \} + k \]

where \( k \) is a constant you do not need to specify.  

(3 marks)
3 (continued)

(v) Obtain the equations satisfied by the maximum likelihood estimators \( \hat{\alpha}_i, \hat{\beta}_j \) and \( \hat{\gamma} \), and show that the fitted values \( \hat{r}_{ij} = \hat{\alpha}_i \hat{\beta}_j e^{\hat{\gamma}d_{ij}} \) based on the model satisfy

\[
\sum_i r_{ij} = \sum_i \hat{r}_{ij}, \quad \sum_j r_{ij} = \sum_j \hat{r}_{ij} \quad \text{and} \quad \sum_{ij} r_{ij}d_{ij} = \sum_{ij} \hat{r}_{ij}d_{ij}.
\]

(6 marks)

4 A study was carried out to assess the effects of mothers’ drinking history and diet on the birth weight of their babies. A birth weight of less than 2.5 kg was considered low for the purposes of this study. Table 3 shows the results of the study. A value of 0 for drink indicates the mother did not drink during pregnancy. Diet is either vegan, vegetarian or neither. For notational convenience we use \( L, DT \) and \( DK \) to represent the variables low, diet and drink respectively. For this question, assume that \( L \) is a response factor and \( DT \) and \( DK \) are controlled factors.

<table>
<thead>
<tr>
<th>Diet</th>
<th>Vegan drink</th>
<th>Vegetarian drink</th>
<th>Neither drink</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>29</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

L, DT and DK to represent the variables low, diet and drink respectively. For this question, assume that \( L \) is a response factor and DT and DK are controlled factors.

4 log-linear models with Poisson errors were fitted with the results below:

<table>
<thead>
<tr>
<th>Model</th>
<th>Res. Deviance</th>
<th>degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) DT*DK</td>
<td>34.00</td>
<td>6</td>
</tr>
<tr>
<td>2) DT*DK+L</td>
<td>12.84</td>
<td>5</td>
</tr>
<tr>
<td>3) DT<em>DK+L</em>DK</td>
<td>10.85</td>
<td>4</td>
</tr>
<tr>
<td>4) DT<em>DK</em>L+DT</td>
<td>7.96</td>
<td>3</td>
</tr>
</tbody>
</table>

(i) Write down an algebraic form for the linear predictor for model 3.  

(5 marks)

(ii) With reference to your answer to part (i), justify why the degrees of freedom for model 3 are 4.  

(2 marks)

(iii) Referring to the residual deviances in the R output above, what would you conclude about the dependence of birth weight on diet and drinking habits of the birth mother.  

(6 marks)
(iv) Below is some further R output for model 3.

```R
> birth3.glm<-glm(count~diet*drink+low*diet,family=poisson)
> summary(birth3.glm)

Coefficients:
            Estimate Std. Error z value Pr(>|z|)
(Intercept)   3.70835   0.14865  24.947  < 2e-16 ***
dietveg    -1.01865   0.27942  -3.646  0.000267 ***
dietvegan  -0.39029   0.22886  -1.705  0.088121 .
drink       -1.05416   0.24214  -4.354  1.34e-05 ***
low         -0.48097   0.21816  -2.205  0.027476 *
dietveg:drink  0.87184   0.38768   2.249  0.024522 *
dietvegan:drink  1.30262   0.32291   4.034  5.48e-05 ***
dietveg:low   0.01835   0.37875   0.048  0.961361
dietvegan:low -0.40407   0.31926  -1.266  0.205648
```

Calculate the expected number of low birth weight babies whose mothers were vegan and did not drink during pregnancy based on the output above.

(3 marks)

(v) Define \( n \) to be the vector \((39, 39, 50, 50, 24, 24, 20, 20, 66, 66, 23, 23)\) and

\( \text{proportion} \) to be the vector of proportions given by


The following command is fitted in R

```
glm(proportion~low*diet,weights=n,family=binomial).
```

Explain what the \( n \) and \( \text{proportion} \) vectors represent and what the R command is fitting.

(4 marks)
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